Numerical simulations of three-dimensional foam by the immersed boundary method
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In this paper, we extend (Kim et al., 2010 [13]) to the three-dimensional dry foam case, i.e., a foam in which most of the volume is attributed to its gas phase. Dry foam dynamics involves the interaction between a gas and a collection of thin liquid–film internal boundaries that partitions the gas into discrete cells or bubbles. The liquid–film boundaries are flexible, contract under the influence of surface tension, and are permeable to the gas which moves across them by diffusion at a rate proportional to the local pressure difference across the boundary. Such problems are conventionally studied by assuming that the pressure is uniform within each bubble. Here, we introduce instead an immersed boundary method that takes into account the non-equilibrium fluid mechanics of the gas. To model gas diffusion across the internal liquid–film boundaries, we allow normal slip between the boundary and the gas at a velocity proportional to the (normal) force generated by the boundary surface tension. We implement this method in the three-dimensional framework, and test it by verifying the 3D generalization of the von Neumann relation, which governs the coarsening of a three-dimensional dry foam.
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1. Introduction

We use an immersed boundary (IB) method to simulate a “dry” foam in 3D, i.e., a gas–liquid mixture in which most of the volume is attributed to its gas phase. One interesting phenomenon, which is called diffusive coarsening, is the evolution in bubble size and topological structure that occurs as a result of gas exchange between bubbles [1]. This gas exchange occurs by diffusion through the thin liquid films that separate one bubble from another. The diffusive flux of gas through such a film is proportional to the pressure difference between the two bubbles that are separated by that film. In a dry foam, those thin films forming the faces of the roughly polyhedral bubbles are called “lamella”, and the junctions of these films are called “Plateau borders” which form the tubes in which liquid may flow. The vertices, at which typically four Plateau borders intersect, are called “nodes”.

In 1952, von Neumann [2,3] showed that the rate of change of the area of a given bubble (a curved polygon) in a two-dimensional dry foam is independent of bubble size and solely dependent on the number of walls (or edges). The derivation of this remarkable result is based on the fact that the net rate of outward diffusion of gas per unit length
where $M$ is a permeability coefficient, the curve $\Gamma$ is the closed boundary of the bubble, $dl$ is the arc length along $\Gamma$, and $n$ is the number of walls. The second equality can be proved by using the fact that the boundary of the bubble is a closed curve and that each of the exterior (turning) angles at the vertex (triple junction) must be equal to $2\pi/6$. Thus, the two-dimensional von Neumann law is purely topological, since the rate of change of area of any particular bubble depends only on its number of edges (the constants $M$ and $\gamma$ being the same for all of the bubbles in a given foam).

In 3D, the net rate of outward diffusion of gas per unit area through a wall of the bubble is proportional to $\gamma H$ where $H$ is the so-called mean curvature, that is the sum of the two principal curvatures of the wall surface. Let $S(t)$ be the surface of a bubble, and let $V(t)$ be the enclosed volume, then the rate of change of volume of the bubble is

$$ \frac{dV}{dt} = M \gamma \int_{S(t)} H dS, \quad (2) $$

where $dS$ is the area element on $S(t)$. The sign convention for $H$ is that inward curvature is considered to be negative. Note that the integral in (2) is to be understood as the sum of the corresponding integrals over each of the smooth faces of the bubble; there is no contribution from the Plateau borders or from the nodes, where the curvature is infinite, but where gas transport is considered negligible.

It has been a long-standing mathematical problem to establish an explicit formula for the surface integral of the mean curvature along a given surface $S(t)$. Based on the assumption that each of the dihedral angles along junction edge is equal to $2\pi/6$ and on the ingeniously defined mean width of a bubble domain, MacPherson and Srolovitz [4] have derived a general formula for the 3D von Neumann relation, see [4] and its supplementary material.

In the present paper, we derive a discretized version of the 3D von Neumann relation. Let the foam boundary $S(t)$ be modeled as a faceted surface, with triangular facets. Then the discretized version of the 3D von Neumann relation can be written as

$$ \frac{dV}{dt} = -M \gamma \sum_{e \in E_0} L_e \theta_e - \frac{M \gamma}{2} \sum_{e \in E_1} L_e \theta_e, \quad (3) $$

where $L_e$ is the length of edge $e$ of the faceted surface, and $\theta_e$ is the angle between the two facets with the same edge $e$. Here, $\theta_e > 0$ if edge $e$ is convex when viewed from outside the surface. The set $E_i$, where $i = 0, 1, 2$, is the collection of edges which have exactly $i$ of their two vertices on a junction edge, which is defined as an edge on which three or more facets meet, see Fig. 1. Thus a junction edge is part of a Plateau border (see above). Such an edge belongs to three or more faces of the foam. It is member of the set $E_2$ (bold lines), and, as such, it does not appear at all on the right-hand side of (3). An edge in $E_1$ (dotted lines) share only one vertex with a Plateau border, and an edge in $E_0$ (solid lines) has both
vertices in the interior of some face. The detailed derivation of the formula (3) is given in Appendix B, and it is used for comparison with our computational results. A similar formula can also be found in [5].

In [16–8], the authors simulated the evolution of a two-dimensional dry foam within the framework of the following assumptions: Laplace–Young condition, Plateau’s rule, and the von Neumann relation (1). There are other foam simulations that take the fluid dynamics into account. In [9], a numerical study based on a boundary integral formulation is presented to simulate two-dimensional, doubly periodic, diluted and concentrated emulsions or foams structures in a simple shear Stokes flow. Recent work in [10] used a nonsingular boundary integral method to simulate the three-dimensional wet foam drop formation and its dynamics in simple shear flow. More numerical works on the two- and three-dimensional dry or wet foams can also be found in [11,12] and the reference therein.

In [13], three of the present authors have introduced an immersed boundary (IB) method to simulate the fluid dynamics of a two-dimensional dry foam by modeling the gas phase of the foam as a viscous incompressible fluid, and the liquid phase as a massless network of permeable internal boundaries under surface tension. The gas diffusion through the liquid phase of the foam was modeled by allowing the internal boundaries to slip relative to the fluid, at a velocity (speed and direction) proportional to the boundary force [13–15]. The paper [13] has shown that the IB method is a proper tool to simulate the 2D foam dynamics by verifying the 2D von-Neumann relation (1) and simulating foams with an arbitrary shape.

Here we extend the methodology introduced in [13] and present the IB method to study the three-dimensional dry foam dynamics. Although we basically use the same idea as in [13], the mathematical derivation and numerical implementation are complicated enough to require a separate detailed description. In 3D, the bubble boundaries are surfaces which we model by triangulation, and the discrete force density has to be evaluated at the vertices of the triangles. The derivation of this discrete force density from the surface energy defined on the triangulated surface is given in Appendix A. Moreover, an algorithm is needed to maintain the resolution of each internal boundary within predetermined bounds despite large changes in the lengths of edges and in the areas of the triangular facets.

The rest of the paper is organized as follows. In Section 2, we describe the equations of motion of the foam in immersed boundary formulation. These are the typical IB equations of motion, generalized to handle a permeable boundary under surface tension. The numerical implementation including external boundary conditions is described in Section 3. In Section 4, we validate the method by doing a convergence study and by showing numerically that the discretized 3D von Neumann relation (3) is satisfied. Then we consider two more complicated cases: one is the case in which a dynamic non-equilibrium fluid interacts with the foam boundaries, and the other case involves a foam with multiple bubbles. Conclusions and future work are discussed in Section 5.

2. Equations of motion

In this section, we state the equations of motion of a three-dimensional dry foam, in which the boundaries between bubbles are idealized as massless surfaces under a constant surface tension $\gamma$. These boundaries are assumed permeable to the gas phase of the foam, with permeability coefficient $M$. The gas phase is modeled as a viscous incompressible fluid [13]. The constant density and viscosity of the gas are denoted by $\rho$ and $\mu$, respectively.

In the following formulation, the parameter pair $(r, s)$ labels a material point of an internal foam boundary. We assume that distinct points of the parameter pair $(r, s)$ are used for the different internal foam boundaries, so that any particular value of $(r, s)$ occurs on at most one internal boundary. An integral with respect to $(r, s)$ with no specific limit of integration should be understood as an integral over the union of all of the internal foam boundaries. Thus, we write the equations of motion as follows.

$$
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \mu \nabla^2 \mathbf{u} + \mathbf{f},
$$

(4)

$$
\mathbf{v} \cdot \mathbf{u} = 0,
$$

(5)

$$
\mathbf{F}(r, s, t) = -\frac{\partial E}{\partial \mathbf{X}},
$$

(6)

$$
\mathbf{f}(\mathbf{x}, t) = \int \mathbf{F}(r, s, t) \delta(\mathbf{x} - \mathbf{X}(r, s, t)) \, dr \, ds,
$$

(7)

$$
\frac{\partial \mathbf{X}}{\partial t}(r, s, t) = \mathbf{U}(r, s, t) + M \mathbf{F} \left[ \frac{\partial \mathbf{X}}{\partial r} \times \frac{\partial \mathbf{X}}{\partial s} \right],
$$

$$
= \int \mathbf{u}(\mathbf{x}, t) \delta(\mathbf{x} - \mathbf{X}(r, s, t)) \, d\mathbf{x} + M \mathbf{F} \left[ \frac{\partial \mathbf{X}}{\partial r} \times \frac{\partial \mathbf{X}}{\partial s} \right].
$$

(8)

Eqs. (4)–(5) are the familiar Navier–Stokes equations for a viscous incompressible fluid. The unknown functions in the fluid equations are the fluid velocity, $\mathbf{u}(\mathbf{x}, t)$; the fluid pressure, $p(\mathbf{x}, t)$; and the force density applied by the immersed boundary to the fluid, $\mathbf{f}(\mathbf{x}, t)$, where $\mathbf{x} = (x, y, z)$ are Cartesian coordinates, and $t$ is the time.
Eq. (6) defines the force density which is transmitted by the foam boundary $X(r, s, t)$ to the fluid, in the sense that $F(r, s, t)dr ds$ is the force applied to the fluid by the patch of immersed boundary $dr ds$. From Eq. (6), the force density $F$ is given by $-\frac{\partial E}{\partial X}$, where $E$ denotes the variational derivative of the elastic energy functional

$$E[X(\cdot, \cdot, t)] = \gamma \int \left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right| dr ds,$$

which is simply the constant surface tension $\gamma$ times the total surface area of the internal foam boundaries. It can be shown (see Appendix A) that the force applied by the patch $dr ds$ to the surrounding fluid is given by

$$Fdr ds = \gamma H\left(\left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right| dr ds\right)n,$$

where $n$ is the normal vector pointing toward the outside of the surface. It is important to note that, from (10), the boundary force density $F$ is normal to the boundary, which makes it possible to simplify the formulation of the problem, as explained in more detail below. For the numerical implementation discussed in Section 3, however, we do not compute the force density from the mean curvature directly. Since the foam boundary is described by a triangulation, the discrete version of force density can be derived from the gradient of the corresponding discrete energy functional, see Appendix A as well. In this way we avoid explicit evaluation of the mean curvature in our numerical scheme.

Eqs. (7) and (8) both involve the three-dimensional Dirac delta function $\delta(x) = \delta(x)\delta(y)\delta(z)$, which express the local character of the interaction between the fluid and boundary. Eq. (7) simply expresses the relation between the two corresponding force densities $f(x, t)dx$ and $F(r, s, t)dr ds$. Since the function $\delta(x)$ is the three-dimensional Dirac delta function (which has units of reciprocal volume), and since the integral $dr ds$ in Eq. (7) is only two-dimensional, the force per unit volume $f(x, t)$ is singular like a one-dimensional delta function, and has the character of a delta-function layer with support on the surfaces of the bubbles of the foam. The Lagrangian force density $F(r, s, t)$, by contrast, is non-singular.

Eq. (8) is the equation of motion of the immersed foam boundary in which $M$ is the permeability constant. To derive Eq. (8), we assume that the gas (fluid) goes through the liquid–film boundary only in the normal direction. Now consider a patch of the boundary of which the area is $\frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} dr ds$. The net amount of gas per unit time transported through the patch will be proportional to the pressure difference and the area of the patch. This means that the flux through the patch is equal to

$$M(p_1 - p_2) \left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right| dr ds,$$

where $M$ is the permeability, and $p_1$ and $p_2$ are the pressures on the two sides of the foam boundary, respectively. We assume here that the thickness of the foam boundary is constant. (Otherwise, the flux could also be inversely proportional to the thickness of the foam boundary, and the permeability $M$ could vary depending on the thickness.)

The flux through the patch can also be evaluated by considering the difference between the fluid velocity $U(r, s, t)$ at the internal boundary and the velocity $\frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s}$ of the boundary itself. That is, the flux can be written as

$$n(r, s, t) \cdot \left( U(r, s, t) - \frac{\partial X}{\partial t}(r, s, t) \right) \left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right| dr ds,$$

where $n(r, s, t)$ is the unit normal to the internal boundary. Setting the above two expressions (11) and (12) for the flux equal to each other, we get

$$M(p_1 - p_2) = n(r, s, t) \cdot \left( U(r, s, t) - \frac{\partial X}{\partial t}(r, s, t) \right).$$

From the normal component of mechanical equilibrium at the foam boundary, we see that the pressure jump $(p_1 - p_2)$ can be related to the normal component of the boundary force $F(r, s, t)$ [16,17] as

$$(p_1 - p_2) \left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right| + F(r, s, t) \cdot n = 0.$$ \hspace{2cm} (14)

Combining these equations and using the fact that $F(r, s, t)$ is normal to the boundary as discussed above, we obtain Eq. (8)

$$\left( \frac{\partial X}{\partial t}(r, s, t) - U(r, s, t) \right) = M \frac{\partial F(r, s, t)}{\partial X} \left| \frac{\partial X}{\partial r} \times \frac{\partial X}{\partial s} \right|.$$ \hspace{2cm} (15)

Note that the tangential no-slip condition is automatically satisfied in Eq. (15), i.e.,

$$\left( \frac{\partial X}{\partial t}(r, s, t) - U(r, s, t) \right) \cdot \tau = 0.$$ \hspace{2cm} (16)
One can see that our IB formulation has the advantage of no need to evaluate the pressure differences between bubbles in order to move the internal boundaries of the foam, since the relative slip between such a boundary and the fluid can be found directly from the boundary force. This is important, since the pressure is only computed on the uniform grid that is used for the fluid mechanics (see next section), and the internal boundaries of the foam cut through this grid without being constrained to conform to it in any way, so the direct evaluation of the fluid pressure on the two sides of an internal boundary would require some sort of extrapolation procedure. This is completely avoided here, since our formulation makes no explicit reference to the pressure at all.

3. Numerical scheme

3.1. Computational procedure

What has been stated so far is the mathematical formulation of the problem in immersed boundary form (i.e., with delta-function forces instead of explicit boundary conditions). For the numerical implementation, we use a first-order IB method, generalized to take a permeable foam boundary into account [13,14]. We use a superscript to denote the time level; thus, $X^n(r,s)$ is a shorthand for $X(r,s,n \Delta t)$, where $\Delta t$ is the duration of the time step, and similarly for all other variables.

Throughout this section, we simplify the notation by considering only one of the internal boundaries of the foam. Since there are many such internal boundaries, the numerical procedures we describe below, in particular Steps 1, 2, and 4, need to be applied to all of them. Each internal boundary of the foam is to be represented by a triangulated surface. Let an index $k$ be assigned to each node of this triangulated surface, so that $X^n_k$ denotes the position of node $k$ at time level $n$. Let an index $f$ be assigned to each triangulated facet, and let facets $(k)$ denote the set of all facets that touch node $k$. For $f \in \text{facets}(k)$, let $(X^n_{f1}, X^n_{f2}, X^n_{f3})$ be the locations at time level $n$ of the three vertices of facet $f$

The step-by-step procedure for the time integration from time level $n$ to time level $n+1$ can be summarized as follows.

Step 1. Using the position of the internal boundary $X^n$, we calculate the Lagrangian force density $F^n$. This is done as follows:

$$F^n_k(\Delta A)_k = \frac{1}{2} \sum_{f \in \text{facets}(k)} \frac{\gamma}{\Delta t} (X^n_{f1,k} - X^n_{f2,k} \times n^n_k),$$

(17)

where $n^n_k = (X^n_{f1,k} - X^n_{f2,k}) \times (X^n_{f2,k} - X^n_{f3,k})/|(X^n_{f1,k} - X^n_{f2,k}) \times (X^n_{f2,k} - X^n_{f3,k})|$ is the unit normal to the triangle $f$, see Appendix A. Note that the order of the vertices in a facet does not matter. If we interchange the subscripts 2 and 3 in the above equations, $(X^n_{f1,k} - X^n_{f3,k})$ and $n^n_k$ both change sign, so each term in Eq. (17) remains the same as before. Conceptually $(\Delta A)_k$ is the amount of Lagrangian area $dr \, ds$ associated with node $k$. No precise definition is needed for $(\Delta A)_k$, however, since the quantity that we actually use is not the Lagrangian force density $F_k$, but instead the Lagrangian force $F_k(\Delta A)_k$, and this force is unambiguously defined by Eq. (17), even though the individual factors $F_k$ and $(\Delta A)_k$ are not.

Step 2. Distribute this force $F^n_k(\Delta A)_k$ defined on Lagrangian grid points into the force density at Eulerian spatial grid points to be applied in the Navier–Stokes equations. This is done by a discretization of Eq. (7) as

$$f^n(x) = \sum_k F^n_k(\Delta A)_k \delta_h(x - X^n_k),$$

(18)

where $x = (x_1, x_2, x_3)$ is the fluid mesh point, and $\delta_h$ is the smooth version of Dirac delta function [18,19].

Step 3. Given the Eulerian force density $f^n(x)$, we are ready to solve the discretized version of the fluid equations (4)–(5). In the present work, we employ a finite difference solver for the incompressible Navier–Stokes equations which is designed to improve the volume conservation [13,16]. With the periodic boundary conditions, the discretized fluid equations which become linear systems are solved using discrete Fourier transform methodology.

Step 4. Move the foam boundary points by the updated local fluid velocity with a relative slip correction. This is done by approximating Eq. (8) as follows:

$$\frac{X^n_{k+1} - X^n_k}{\Delta t} = \sum_x u^{n+1}(x) \delta_h(x - X^n_k) h^3 + M \frac{F^n_k(\Delta A)_k}{\sum_{f \in \text{facets}(k)} \frac{1}{3}|T^n_f|}.$$ 

(19)

Here the notation $|T^n_f|$ denotes the area of facet $f$ at time level $n$. Note that the value $\sum_{f \in \text{facets}(k)} \frac{1}{3}|T^n_f|$, which is one-third of the total area of the triangular facets $f$ that touch vertex $k$ (a facet has three different vertices), is the discrete approximation to the area element $\frac{\partial X}{\partial r} \cdot \frac{\partial X}{\partial s} dr \, ds$ at $X^n_k$ in Eq. (8).
3.2. Some implementation details

3.2.1. No permeability at the junction edges (Plateau borders) or at the nodes, where the junction edges meet

We assume that there is no permeability along the junction edges at which three (or possibly more) internal boundary surfaces meet. Similarly, we assume no permeability at the nodes where the junction edges meet. These junctions and nodes simply move at the local fluid velocity, that is, by Eq. (19) with $M = 0$. To allow permeability along the junction edges or at the nodes would result in inconsistencies, since the normal direction is not uniquely defined there. Physically, the lack of permeability at junction edges and nodes is enforced by an accumulation of liquid, resulting in a slight thickening and smoothing of junction edges and nodes.

3.2.2. The maintenance of foam internal boundary resolution

Since the internal boundary points $X_k$ of the foam move without any constraint on the length of the edges of each triangle, we need to address the important issue how to maintain reasonable resolution over the surface of the internal boundary. If the resolution becomes too coarse, there will be leaks through the boundary surfaces, and if it becomes too fine, there will be too severe a constraint on the time step to maintain numerical stability. We maintain proper resolution of the boundary surface by simply adding or deleting immersed boundary points (and thus the triangles) as needed, in the following way.

At each time step, we scan the triangles representing internal boundary surface to check the lengths of the edges of each triangle. Let the end points of an edge of a triangle be $X_1$ and $X_2$. Whenever $|X_1 - X_2| > h/2$, we create a new immersed boundary point halfway between them. Because one triangle has three edges, one, two, or three edges can satisfy the condition for the creation of a new boundary point. These three cases are handled as follows, see Fig. 2. When only one new immersed boundary point is created, we connect that point to the opposite vertex, as in the left panel of Fig. 2, thus partitioning the original triangle into two new triangles. When two new vertices are created, we connect them as shown by the solid line in the middle panel of Fig. 2. This cuts the original triangle into a triangle and a quadrilateral. The quadrilateral is further partitioned into two triangles by either of its diagonals (one of the two dashed lines in the middle panel of Fig. 2). We choose the shorter of the two diagonals for this purpose (unless the two diagonals are equal, in which case we choose either one arbitrarily). When three new vertices have been created, we simply form a new edge joining each pair of new vertices. This cuts the original triangle into four new triangles as shown in the right panel of Fig. 2. In all three cases, the sum of the areas of the new triangles is, of course, equal to the area of the original triangle. This means that the surface energy is not changed at all by the refinement process. Another important property of this refinement scheme is that it preserves the requirement that no vertex of a triangle is interior to the edge of any other triangle, i.e., if this requirement is met before refinement, it is met after refinement as well. The reason for this is simply that the starting point of the refinement process is to decide whether each edge is to be refined or not. If an edge is refined, both triangles which share that edge are refined accordingly.

Whenever $|X_1 - X_2| < h/5$, we delete both points (thus the edge between the points) and create in their place a new boundary point halfway between them. This deletes the edge that previously connected $X_1$ and $X_2$, and it also deletes the two triangles which previously shared that edge. Any edge, other than the deleted edge, which previously had a vertex at $X_1$ or $X_2$ is now considered to have that vertex replaced by the new vertex, the location of which is $(X_1 + X_2)/2$, see Fig. 3. Unlike the process of triangulation refinement discussed above, this procedure of triangulation coarsening does change the surface area (and hence the surface energy). Notice, too, that the coarsening algorithm is inherently sequential, and that the results may depend upon the order in which the edges are considered. To remove this arbitrariness, we order the edges by length, and delete the shortest edge first (if its length is less than $h/5$) and continue in this manner until all edges of length less than $h/5$ have been deleted. Edges that are not deleted may become longer or shorter during coarsening. This is ignored, however, until the next time step. Thus, in a given time step, edges are deleted or not deleted based on their length prior to the application of the coarsening process.
Fig. 3. Coarsening of edges and triangles. When the distance between two points $X_1$ and $X_3$ is less than $h/5$ (dotted line in the left panel), we delete both points and create in their place a new boundary point halfway between them. This deletes the edge that previously connected $X_1$ and $X_3$, and it also deletes the two triangles which previously shared that edge. Any edge, other than the deleted edge, which previously had a vertex at $X_1$ or $X_3$ is now considered to have that vertex replaced by the new vertex, the location of which is $(X_1 + X_3)/2$ (right).

3.2.3. Implementation of no-slip boundary conditions by applying a boundary feedback force

To complete the description of the numerical IB method, we need to explain the boundary conditions imposed over the surface of a fixed or moving wall. In this paper, we use a cylindrical surface as a wall which contains foams. We impose the no-slip condition over the boundary surface by laying out an array of “target points” along the boundary surface. Let $Y(r, s, t)$ be the target points along the boundary, then the method used to impose no-slip condition is to apply to the boundary the following force:

$$F_0(r, s, t) = c_0(Y(r, s, t) - X(r, s, t)),$$

(20)

where $c_0$ is a large constant and $X(r, s, t)$ is immersed boundary point that moves at the local fluid velocity and applies $F_0(r, s, t)$ locally to the fluid. This provides a feedback mechanism for computing the boundary force needed to enforce the no-slip condition. In the present paper, the target points $Y(r, s, t)$ are fixed (i.e., independent of time) to simulate stationary walls, or they move in a prescribed manner to simulate a moving wall. Note that the target-point method for enforcing the no-slip condition still allows the use of FFT, since we do so not by changing the boundary conditions per se but instead by applying forces that effectively prevent the fluid from moving, or force it to move in a prescribed manner, at the specified locations.

4. Results and discussion

4.1. Initial setting

Consider a computational domain $\Omega$ filled with an incompressible fluid in which foam boundaries are immersed and divide the fluid into several bubbles, see Fig. 4. Throughout this paper, we fix the computational domain $\Omega = [-1, 1] \times [-1, 1] \times [-1, 1] \text{ mm}^3$, and the no-slip (rigid) boundary conditions are imposed along the circular cylinder $x^2 + y^2 = 1 \text{ mm}^2$, unless otherwise stated. Note that the rigid cylinder extends from the top to the bottom of the periodic domain, and that its ends are open, i.e., there is no rigid wall on the top or on the bottom, so that the upper cell of the foam and the lower cell of the foam are actually parts of the same cell.

To impose the no-slip boundary conditions, we use the target-point idea described in the previous section (Eq. (20)) with

$$Y(\theta, s, t) = (\cos \theta, \sin \theta, s),$$

(21)

where $0 \leq \theta \leq 2\pi$ and $-1 \leq s \leq 1$. In Eq. (20), we choose a value of $c_0$ by trial and error. As $c_0$ increases, a larger force is generated for any given displacement $Y(\theta, s, t) - X(\theta, s, t)$, and the computation may become unstable, in which case, we need to reduce the time step $\Delta t$. Our strategy is to choose an allowed distance between the target point $Y$ and the immersed boundary point $X$ to adjust $c_0$ until it is large enough that this allowed distance is not exceeded, and to reduce the time step $\Delta t$, if necessary, as $c_0$ is increased, to avoid numerical instability. The allowed distance is normally chosen to be one-tenth the meshwidth, i.e., $\|X - Y\|_{\infty} \leq h/10$. We have found that our simulations run stably whenever $\Delta t < 0.5/\sqrt{c_0}$ for different choices of $c_0$ ranging from $1.0 \times 10^5 \text{ g/(cm s)}^2$ to $4.0 \times 10^6 \text{ g/(cm s)}^2$, which agrees well with the stability constraint found in the virtual boundary method [20,21] to create no-slip boundary condition. Throughout this paper, we choose the stiffness number $c_0$ as $5 \times 10^5 \text{ g/(cm s)}^2$.

For the initial configuration of the internal boundaries of the foam, we construct surfaces which are written as the following parametric equations:

$$X_1(\theta, s) = \left(\frac{1}{2} \cos \theta, \frac{1}{2} \sin \theta, s\right), \quad 0 \leq \theta \leq 2\pi, \quad -\frac{1}{2} \leq s \leq \frac{1}{2},$$

(22)

$$X_2(r, s) = \left(r, s, \pm \frac{1}{2}\right), \quad r^2 + s^2 \leq \frac{1}{4}.$$  

(23)
bottom and top boundaries). Since there exists a neighboring cell on each of surface tension of 12.5 erg/cm$^2$ for each interface between the soap solution and air. We use two different permeabilities, film of the foam actually has two gas–liquid interfaces, one on each side of the film, this means that we are assuming a change the number of cells (bubbles) is $n = 4$ initially planar internal boundaries (green) of the foam that connect the inner cell to an outer rigid circular cylinder (not shown), and also two initially conical internal boundaries (blue) of the foam that connect the initially circular junction edges of the inner cell to the circular top and bottom of the outer rigid cylinder. The right panel shows all of the internal boundaries of the foam. In all three panels, the initial triangulation of the these internal boundaries is shown. The triangulation in the figure is the one that is used with a 16 $\times$ 16 fluid grid, and is refined proportionally for use with finer grids. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

$$X_3(r, s) = \left( \cos\left(\frac{2\pi}{n}\right), \sin\left(\frac{2\pi}{n}\right) r, rs \right), \quad \frac{1}{2} \leq r \leq 1, \quad -1 \leq s \leq 1, \quad i = 1, \ldots, n,$$

$$X_4(\theta, s) = (s \cos \theta, s \sin \theta, \pm s), \quad 0 \leq \theta \leq 2\pi, \quad \frac{1}{2} \leq s \leq 1.$$  

The unit of length in Eqs. (21)-(25) is the millimeter (mm). The surface $X_1$ is a circular cylinder with radius 1/2 mm and height 1 mm, and the surface $X_3$ is a pair of planes on the top and bottom of this cylinder. The region enclosed by the surfaces $X_1$ and $X_2$ will be called the inner cell of the foam, and is shown in the left panel of Fig. 4. The surfaces $X_3$, which represent $n$ radial planar boundaries, each with a trapezoidal profile, connect the inner cell to the outer rigid wall $Y(\theta, s, t)$. This rigid wall is a circular cylinder of radius 1 mm. In our initial studies it is at rest, so that $Y(\theta, s, t) = (\cos \theta, \sin \theta, s)$ for $0 \leq \theta \leq 2\pi$ and $-1 \leq s \leq 1$ mm. Later, we shall consider a moving wall, see Eq. (28).

The surface $X_4$ with positive (and negative) sign connects the boundaries of the surface $X_2$ with positive (and negative) sign, the radial planes $X_3$, and the outer rigid wall $Y$, see the middle panel of Fig. 4. These surfaces together form the internal boundaries of the foam, and their intersection curves are Plateau borders (triple junctions), see the right panel of Fig. 4.

From this particular way of constructing the internal foam boundaries, the inner cell is initially a circular cylinder with top and bottom boundary faces. Since it has $n$ triple junctions (edges) on its side and $n$ triple junctions along the circular boundaries of both top and bottom faces, the inner cell has $3n$ edges and $n + 2$ faces ($n$ faces on its side and 2 faces on its bottom and top boundaries). Since there exists a neighboring cell on each of $n + 1$ faces of the inner cell, the total number of cells (bubbles) is $n + 3$. The right panel of Fig. 4 shows the initial configuration of a foam with $n = 4$, and we shall later change the number $n$ for comparison.

The mesh width of the computational domain, $h = \Delta x = \Delta y = \Delta z = 2/64$ mm, is uniform and fixed in time, and the time step duration is $\Delta t = 5 \times 10^{-4}$ ms. The fluid density is $\rho = 1.2 \times 10^{-3}$ g/cm$^3$, and the viscosity is $\mu = 1.8 \times 10^{-4}$ g/(cm s). These values are the same as those of air. The surface tension $\gamma$ used in Eq. (9) is fixed at 25.0 erg/cm$^2$. Since each soap film of the foam actually has two gas–liquid interfaces, one on each side of the film, this means that we are assuming a surface tension of 12.5 erg/cm$^2$ for each interface between the soap solution and air. We use two different permeabilities, $M = 0$ and 0.002 cm$^3$/(dynes), to see how the permeability affects the foam dynamics.

4.2. Convergence study

In order to provide verification that the present IB method correctly solves the foam dynamics, we perform a convergence study. We consider a foam with a single inner cell which was constructed above with $n = 4$, see Fig. 4. The “inner cell” is the one in the center of the foam. It is initially cylindrical and is shown by itself in the left-hand panel of Fig. 4, and is shown together with the other foam boundaries in the right-hand panel of that figure. We choose two different permeabilities: $M = 0$ and 0.002 cm$^3$/(dynes). Fig. 5 shows the motion of the inner cells of these two computations at some selected times: 8 ms, 24 ms, and 40 ms from left to right. Independent of the permeability, there is a rapid transient at the beginning of the computation, since we have started in a non-equilibrium configuration. In particular, the dihedral angles of our initial foam configuration are not equal to $\pi/3$, and this implies a nonzero net surface tension force per unit length concentrated along each Plateau border. The shape of the inner cell following this transient is seen in the upper row of Fig. 5, which depicts the case of zero permeability ($M = 0$). Note that both the volume and shape of the inner cell
Fig. 5. Motion of the inner cell (in the left panel of Fig. 4) at some selected times: 8 ms, 24 ms, and 40 ms from left to right. The permeability is \( M = 0 \) on the top and \( M = 0.002 \text{ cm}^3/(\text{dyne s}) \) on the bottom. The inner cell in both cases initially changes its shape to reach the spherical surfaces, after which, whereas the inner cell with the permeability \( M = 0 \) maintains its shape and volume (top), the inner cell with a positive permeability decreases its volume (bottom).

Fig. 6. Pressure contours (left panel of each pair of figures) and streamlines (right panel of each pair of figures) of the components \( u \) and \( v \) of the velocity fields on the middle horizontal plane \( z = 0 \). The permeability is \( M = 0 \) (top panels) and \( M = 0.002 \text{ cm}^3/(\text{dyne s}) \) (bottom panels), and the times are 24 ms (left pairs) and 40 ms (right pairs). (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

quickly become stationary in this case. In the case of positive permeability (\( M = 0.002 \text{ cm}^3/(\text{dyne s}) \)), the initial transient described above is followed by a phase in which the inner cell of the foam slowly loses volume to the other cells (lower row of Fig. 5).

Since our computation is based on fluid mechanics, we can obtain the fluid velocity field as well as the motion of the internal boundaries of a foam. Fig. 6 shows the pressure contours on the left panel of each pair of figures and streamlines of the \( x \) and \( y \) components \( u \) and \( v \) of the velocity field on the right panel of each pair of figures. The permeability is \( M = 0 \) (top panels) and \( M = 0.002 \text{ cm}^3/(\text{dyne s}) \) (bottom panels). The times are 24 ms (left pairs) and 40 ms (right pairs). The pressure and the velocity field \( (u, v) \) are taken in the middle horizontal plane \( z = 0 \). We can see that the pressure inside the inner cell (red color) is bigger than that outside the inner cell (blue color) independent of the permeability. Note that, when the permeability is positive, the volume of the inner cell decreases as time evolves so that the mean curvature of the inner cell increases accordingly. Thus the pressure difference between the interior and exterior of the cell increases as time goes on. The outer circles in blue color indicate the no-slip boundary.

Since the velocity field \( (u, v) \) is not generally divergence-free, in order to avoid the path dependency of the streamlines, we project \( (u, v) \) onto the space of divergence-free vector fields in the following way; we first solve the equation \( \Delta \psi = \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x} \), and then set \( (U, V) = (\frac{\partial \psi}{\partial y}, -\frac{\partial \psi}{\partial x}) \). Note that \( (U, V) \) is now divergence-free, and that we have checked that the velocity field \( (u, v) \) is close to \( (U, V) \). Thus it is reasonable to draw the streamlines of \( (U, V) \) in Fig. 6 instead of those of \( (u, v) \). We can observe that, when the permeability is zero, the clockwise (or counter-clockwise) flows in the neighboring region outside the inner cell are compensated by the opposite flows in the neighboring region inside the inner cell, and
\[ h = M \text{ cell with accompanied by the same factor of refinement for the time step duration. When we refine both 64, and 128) and the two permeabilities (} M = 0 \text{ and } 0.002 \text{ cm}^2/(\text{dyne s})\), and the middle and bottom panels show the convergence ratios of the computed velocity field \( u(x, t) \) and pressure \( p(x, t) \) of the fluid, respectively, for each of the two mesh sizes (} N = 16 \text{ and } 32\) and the two permeabilities (} M = 0 \text{ and } 0.002 \text{ cm}^2/(\text{dyne s})\). The convergence ratios for the velocity are near two (first order accuracy), and those for the pressure are around 1.3–1.5 (half-order accuracy).

Note that there is a slight volume loss even with the inward motion of the centers of the edges (faces in 3D) enforces the inner cell as a whole to collapse inwards. Thus the inner cell almost does not move. In the case of positive permeability, the triple junctions are moving outward, but the inward motion of the centers of the edges (faces in 3D) enforces the inner cell as a whole to collapse inwards.

Now we choose the mesh sizes of the domain \( N = 16, 32, 64, \text{ and } 128 \) so that the corresponding mesh width is \( h = \frac{2}{N} \text{ mm} \). We also choose \( \Delta t \) proportional to \( h \), so that the factor of two in refinement of the fluid mesh width is accompanied by the same factor of refinement for the time step duration. When we refine both \( h \) and \( \Delta t \), the triangles representing the internal boundary surfaces of the foam are also refined by connecting the middle points of each edge of the triangles. This refinement of triangulation replaces one triangle by four triangles as illustrated in the right panel of Fig. 2 and induces almost the same factor of refinement for the boundary mesh as those for the fluid mesh width and the time step duration.

The top panel of Fig. 7 shows the volume of the inner cell as a function of time for each of the three mesh sizes (} N = 32, 64, and 128\), and the two permeabilities (} M = 0 \text{ and } 0.002 \text{ cm}^2/(\text{dyne s})\). We can see that, whereas the volume of the inner cell with \( M = 0 \) is almost constant in time, the inner cell volume with a positive permeability decreases almost linearly. Note that there is a slight volume loss even with \( M = 0 \). The volume loss is typical in the IB computations, and here we use a special recipe in [13,16] of the IB computation to have a better volume-preserving property. We can also observe that, for each permeability, the volume changes in time for the three cases of \( N \)'s are in good agreement. Especially, when \( M = 0.002 \text{ cm}^2/(\text{dyne s}) \), the difference of the volume changes between the cases of \( N = 64 \) and 128 is smaller than that between the cases of \( N = 32 \) and 64, which suggests the convergence of the solutions.

To get a more quantitative measure of convergence, we compare the velocity fields computed on the three different meshwidths. Fig. 7 shows the convergence ratios of the computed fluid velocity \( u(x, t) \). Since we do not know the exact solution of the problem, the estimation of the convergence ratio requires three numerical solutions for three consecutive \( N \)'s. Let \( (u_N, v_N, w_N) \) be the velocity field, and let \( \| \cdot \|_2 \) be \( L_2 \) norm. The middle panel of Fig. 7 shows the convergence ratios \( (\|u_{2N} - u_{4N}\|_2 + \|v_{2N} - v_{4N}\|_2 + \|w_{2N} - w_{4N}\|_2)^{1/2}/(\|u_{2N} - u_{4N}\|_2 + \|v_{2N} - v_{4N}\|_2 + \|w_{2N} - w_{4N}\|_2) \) versus time for each of the two mesh sizes (} N = 16 \text{ and } 32\) and the two permeabilities (} M = 0 \text{ and } 0.002 \text{ cm}^2/(\text{dyne s})\). The bottom panel shows the corresponding convergence ratios for the pressure \( p(x, t) \) which are computed in a similar manner to those of the fluid velocity.

One can see from the figure that the convergence ratios for the fluid velocity are around two, which indicates that the present method is first-order accurate. However, the convergence ratios for the pressure are around 1.3–1.5, which implies half-order accuracy. This is the typical behavior in accuracy for the IB method as applied to problems with thin elastic boundaries in which the pressure has jump discontinuity along the immersed boundary [22]. For second order IB method in the case of an immersed elastic structure of finite thickness, the interested readers can refer to [23,24].
4.3. Numerical verification of discretized 3D von Neumann relation

In order to verify the discrete version of 3D von Neumann relation (3), we consider two different permeability parameters $M = 0$ and $M = 0.002 \text{ cm}^3/(\text{dynes})$, and several different inner cells with the number of the radial planes in the construction described above varying from $n = 4$ to $n = 9$. The top panels of Fig. 8 plot the volume of the inner cell as functions of time for the two permeability parameters: $M = 0$ (left) and $M = 0.002 \text{ cm}^3/(\text{dynes})$ (right). When there is no permeability ($M = 0$), since the fluid is incompressible, the volume of the inner cells does not change for all $n$’s. When the permeability is positive, the volume of the inner cells decreases for all $n$’s with decrement being slower as $n$ increases. Note that the volume here is not a linear function of time, as the area is in the 2D case according to the 2D von Neumann relation (1).

The derivation of the 3D generalized von Neumann relation in [4] is based on the assumption that the boundary surfaces of a cell meet along junction edges with dihedral angles equal to $\pi/3$ measured in the plane perpendicular to the edges. The middle panels of Fig. 8 show the mean angle of the computed angles along the junction edges of the inner cell, and the bottom panels show the root-mean-square deviation of the computed angle from the mean angle. The mean angle $\bar{\theta}$ and the root-mean-square deviation $\text{rms}(\bar{\theta})$ are computed by the following two equations, respectively:

\[
\bar{\theta} = \frac{1}{L} \sum_{i=1}^{V} \theta_i L_i; \quad \text{rms}(\bar{\theta}) = \sqrt{\frac{1}{L} \sum_{i=1}^{V} (\theta_i - \bar{\theta})^2 L_i},
\]

where $L_i$ is the length of edge $i$ of the triangular facets which constitutes the junction edge, and $\theta_i$ is the exterior (turning) angle between the two facets which share the edge $i$ along the junction. The total length of the junction of the inner cell is $L$, i.e., $L = \sum_{i=1}^{V} L_i$. We can see from the figure that the mean dihedral angles over the triple junctions are around $\pi/3$ (60 in degrees) and their angle deviations are small in both impermeable and permeable cases. This implies that the assumption that the boundaries of the surfaces meet along junction edges with dihedral exterior angle $\pi/3$ is correctly imposed in the 3D generalized von Neumann relation in [4].

Unlike the 2D von Neumann relation (1), in which the rate of change of the area of a given cell (a curved polygon) is solely dependent on the number of walls, the 3D von Neumann relation (3) is not topological. The rate of change of volume of a given cell (a curved polyhedron) in a three-dimensional dry foam is dependent on the cell size in some way as well as on the number of faces of the cell. Since the size of the cell changes as time goes on, the rate of change of its volume also changes, and thus we need to check the discretized 3D von Neumann relation (3) at each time step.
We here verify numerically the discrete version of the von Neumann relation (3) at each time step. To do that, we record the volume $V(t)$ of the given inner cell, the length $L_e(t)$ of the edge $e$ at all triangular facets, and the exterior (turning) angle $\theta_e(t)$ at the edge $e$ at time level $t$. Then the time discretization of Eq. (3) gives the following discretized equation:

$$\frac{V(t + \Delta t) - V(t)}{\Delta t} = -M \gamma \sum_{e \in E_0} L_e(t) \theta_e(t) - \frac{M \gamma}{2} \sum_{e \in E_1} L_e(t) \theta_e(t).$$ (27)

Let the left and right-hand sides of (27) be denoted by $lhs$ and $rhs$, respectively. Fig. 9 shows the relative error $|lhes - rhs|/lhes$ in terms of time. The inner foam has the number of radial planes varying from $n = 4$ to $n = 9$, and the permeability parameter is $M = 0.002$ cm$^3$/dynes$$. One can see that the relative difference between the right- and left-hand sides of Eq. (27) are very small, which confirms the discretized 3D von Neumann relation (3).

4.4. Dynamic flow

The fluid dynamics of a foam is not necessarily restricted to the slow coarsening regime that has been considered up to now. To illustrate this, we use the same initial configuration of the foam as in Fig. 4 in which we have used no-slip (rigid) wall along the outer circular cylinder represented as $Y(\theta, s, t) = (\cos \theta, \sin \theta, s)$, where $0 \leq \theta \leq 2\pi$ and $-1 \leq s \leq 1$. Instead of using a fixed wall, we create target points which rotate on the rigid wall in an oscillatory manner. This motion of the target points can be created by defining the time-dependent surface as

$$Y(\theta, s, t) = (\cos(\theta + \tilde{\theta}(t)), \sin(\theta + \tilde{\theta}(t)), s),$$ (28)

where $\tilde{\theta}(t) = A \sin(2\pi \omega t)$. The target points on the circular cylinder rotate right and left with the amplitude $A = \pi/4$ and the frequency $\omega = 25$. We call the resulting motion a dynamic flow and refer to the special case $A = 0$ as a stationary flow.

Fig. 10 shows the streamlines of the velocity field $(u, v)$ projected onto the space of divergence-free vector fields as in Fig. 6. The foam has the number of radial planes $n = 6$ in three different situations: zero permeability in a stationary flow (left), $M = 0.002$ cm$^3$/dynes in a stationary flow (middle), and $M = 0.002$ cm$^3$/dynes in a dynamic flow (right). The times are $t = 24$ ms (top) and 40 ms (bottom). We can observe the rotating flows in the main flow region between the foam boundaries which also rotates in the dynamic flow case. Whereas the inner cell almost does not change when the permeability is zero (left), the inner cells shrink over time both in the stationary and in the dynamic case when the permeability is positive (middle and right).

We can see from Fig. 10 that, even though the foam is now far from equilibrium, the volume of the inner cell still decreases when there is a positive permeability. Fig. 11 shows the volume change of the inner cell (upper-left), the mean dihedral angle along the junction edges of the inner cell (upper-right), the root-mean-square deviation from the mean dihedral angle (lower-left), and $|lhes - rhs|/lhes$ in terms of time where $lhes$ and $rhs$ are defined in (27) (lower-right). The number of radial planes of the inner cell varies from $n = 4$ to $t = 9$, and the permeability is fixed at $M = 0.002$ cm$^3$/dynes. We can see that the volume changes of the inner cells in this dynamic flow is almost the same as those in the stationary flow, compare Figs. 8 and 11. We also find that, even though the foam interacts with a dynamic flow, the dihedral (exterior) angle along the triple junctions is around $\pi/3$ (60 in degrees) as imposed in the theory of the 3D von Neumann relation. The lower-left panel shows that the right- and left-hand sides of (27) are very close, which verifies the discretized 3D von Neumann relation (3).

4.5. A foam with multiple cells

Finally, we consider a foam with a more general configuration. Although we use the same computational domain $\Omega = [-1, 1] \times [-1, 1] \times [-1, 1]$ mm$^3$, here we use periodic boundary conditions without any rigid wall. We construct a Voronoi diagram to set up an initial configuration of a foam $[6,7]$. To do that, we first choose randomly a set of points in $\Omega$ which will sit inside each cell of a foam. In order to take the periodicity into account, we extend the domain into a cube.
Fig. 10. The streamlines of the velocity field (x and y components only) of the foam which has the number of radial planes \( n = 6 \) for three different cases: zero permeability in a stationary flow (left), \( M = 0.002 \text{ cm}^3/(\text{dynes}) \) in a stationary flow (middle), and \( M = 0.002 \text{ cm}^3/(\text{dynes}) \) in a dynamic flow (right). The velocity field is taken in the horizontal plane \( z = 0 \), and the times are \( t = 24 \text{ ms} \) (top) and 40 ms (bottom).

Fig. 11. Volume change of the inner cell (upper-left), the mean dihedral angle along the junction edges of the inner cell (upper-right), the root-mean-square deviation from the mean dihedral angle (lower-left), and \(|\text{lhs} - \text{rhs}|/|\text{lhs}|\) in terms of time where \( \text{lhs} \) and \( \text{rhs} \) are defined in (27) (lower-right). The number of radial planes of the inner cell varies from \( n = 4 \) to \( n = 9 \), and the permeability is fixed at \( M = 0.002 \text{ cm}^3/(\text{dynes}) \). Even though the foam is far from equilibrium, these figures are quite comparable to Figs. 8 and 9 obtained in the case of the stationary flow.
Fig. 12. The initial configuration of a general foam (left) and a histogram (right) showing the number of cells in the foam that have each of the different numbers of faces that actually occur in the foam (which vary from a minimum of 10 faces to a maximum of 22 faces). The configuration shown in the left panel was constructed by Voronoi tessellation of a periodic domain.

Fig. 13. The configuration of a general foam at some chosen times; $t = 9.6$ ms (upper-left), 19.2 ms (upper-right), 28.8 ms (lower-left), and 38.4 ms (lower-right).

Fig. 14 shows the configuration of the general foam at some chosen times; $t = 9.6$ ms (upper-left), 19.2 ms (upper-right), 28.8 ms (lower-left), and 38.4 ms (lower-right). Although the foam boundaries are initially composed of planar faces as shown in Fig. 12, they immediately evolve into curved shapes. An online animation for the 3D foam is available on the web: http://cau.ac.kr/~kimy/Movie/movie_V40.gif.

The top panel of Fig. 14 shows the motion of four selected cells in time. The yellow cell at the lower-right has 11 faces, the green cell at the lower-left has 15 faces, the blue cell at the upper-left has 18 faces, and the red cell at the upper-right has 22 faces. The figure shows the motion of these cells at three chosen times: $t = 0$, 12 ms, and 24 ms from left to right. Note that the cells with 11 and 15 faces lose their volumes over time, whereas the cells with 18 and 22 faces gain their volumes. The lower-left panel of Fig. 14 shows the volume change in time relative to the initial volume of each of the four selected cells. Again, while the volumes of cells with 11 and 15 faces decrease with the decrement being faster for the 11-faced cell, those of cells with 18 and 22 faces increase with the increment being faster for the 22-faced cell. The bottom-right panel plots the function $|\text{lhs} - \text{rhs}|/|\text{lhs}|$ in terms of time where $\text{lhs}$ and $\text{rhs}$ are defined in (27) and shows that the relative differences between the right and left-hand sides of (27) are small for the four selected cells, which confirms the discretized 3D von Neumann relation (3).

According to the 2D von Neumann relation (1), cells with fewer than 6 sides tend to shrink, and that cells with more than 6 sides tend to grow; hence the “coarsening” of the foam, in which cells with large numbers of sides grow at the expense of cells with small numbers of sides. However, 3D foam does not have such a simple coarsening behavior. This is because, unlike the 2D von Neumann relation, the 3D von Neumann relation (both Eq. (3) and formula in [4]) is not topological, i.e., the volume change of a given cell depends on the geometric properties such as edge lengths and exterior angles in (3) and the mean width of the cell domain in [4]. Even though Fig. 14 showed that cells with small number of faces tend to shrink and cells with large number of faces tend to grow, we found that the volume change of some cells is not monotonically decreasing or increasing in time.
Fig. 14. Top: motion of cells with 11 faces (yellow one at the lower-right), 15 faces (green one at the lower-left), 18 faces (blue one at the upper-left), and 22 faces (red one at the upper-right) at some chosen times: $t = 0, 12, \text{and } 24$ from left to right. Bottom-left: volume change in time relative to the initial volumes of each of the four cells. Bottom-right: graph of $|\text{lhs} - \text{rhs}|/|\text{lhs}|$ in terms of time where lhs and rhs are defined in (27). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 15. The volume changes for all the cells in the foam as functions of time. The volume changes are averaged over cells with the same numbers of faces.

Fig. 15 plots the volume changes of all the cells of the foam as functions of time. The volume changes are averaged over cells with the same numbers of faces, for example, the volume of the 22-faced cell is averaged over the three 22-faced cells, see the right panel of Fig. 12. While the volume of the cells with the number of faces less than 18 decreases, the volume of the cells with larger number of faces (from 18) increases. Even though the volume changes of the cells are not linear functions of time as suggested in the 2D von Neumann relation, the overall volume changes in this 3D foam dynamics are comparable to the 2D case [13] and demonstrate the coarsening behavior of a foam structure, in which cells with large numbers of faces grow at the expense of cells with small numbers of faces.

There have been many researches to find the volume change of $F$-faced cells, and, analogous to the 2D von Neumann relation, it has been found that a 3D foam dynamics follows $V_F^{-1/3} dV_F/df = \kappa(F - F_0)$, where $V_F$ is the volume of a cell with $F$ faces, and $F_0$ and $\kappa$ are constants [26–29]. Note that $V_F$ can be considered as the volume averaged over cells with the $F$ faces. The constant $F_0$, which represents the face number of cells which do not change their volume in time, is found to be 13.4 in [28], 15.8 ± 0.1 in [26,27], and 17 ± 0.2 in [29]. Our simulation result shown in Fig. 15 suggests that $F_0$ is around 18. When we use different initial configurations of 3D foam of which the distributions of the number of cells versus the number of faces are shown in the left panels of Fig. 16, our simulation results give $F_0$ which is between 17 and 19 (see the right panels of Fig. 16). These values are slightly larger than $F_0$ given in [26–29].
The discrepancy between our simulation results here and the literature might result from the fact that the foams used in our simulations are composed of only a small number of cells and that our model for the foam dynamics does not include any topological changes which allow for a steady scaling state [29,30]. In the scaling state, the average number of faces of the cells is around 13.5, and the distribution of the number of faces versus the number of cells is approximately of a bell-shape with its peak around at 13.5. However, since there is no topological change in the present model, the average number of faces, which is initially from 14.5 to 15.8, is constant in time. In order to study the statistical behavior of a dry 3D foam such as the volume change of the cells and the average number of faces in a scaling state, we need to extend our present method to simulate a 3D foam with a large number of cells and to include topological changes of a foam structure. This will be our future work.

5. Summary and conclusions

We have presented an immersed boundary method to simulate the fluid dynamics of a three-dimensional dry foam. We model the gas phase of the foam as a viscous incompressible fluid, and the liquid phase as a massless network of permeable internal boundaries under surface tension. The internal boundary force, generated by the surface tension, is everywhere normal to the internal boundaries. Permeability is modeled by allowing the internal boundaries to slip relative to the fluid, at a velocity (speed and direction) proportional to the boundary force. This is equivalent to slip in the normal direction only at a speed proportional to the pressure difference across each internal boundary, and thus models correctly the diffusion of gas through the liquid phase of the foam.

We have validated the method by doing a convergence study, which confirms the expected first-order accuracy of the scheme. Additional validation has been provided by showing numerically that the discretized 3D von Neumann relation is satisfied. We have also considered more complicated cases: one is the case in which non-equilibrium flows of gas occur within each cell of the foam, thus requiring the full fluid dynamics treatment of the present paper, and the other case is the foam of a general configuration.

Within the context of three-dimensional foams, the principal limitation of the method as currently implemented is that we do not allow for the resolution of quadruple or higher order junction edges into triple junction edges. (See [15] for a method that does allow topological changes in the 2D case.) More detailed investigation on the coarsening involving these topological changes will be the future work.
Appendix A. Derivation of force density

We here derive the force density $F$ in Eq. (10) used in the model which is the variational derivative of the energy functional in Eq. (9):

$$E[X] = \gamma \int |X_r \times X_s| dr ds,$$

where $X(r, s)$ is a parameterized surface and $X_r = \frac{\partial X}{\partial r}$ and $X_s = \frac{\partial X}{\partial s}$. Let $X + \epsilon Y$ be a perturbation of $X$, then the variational derivative of $E[X]$ is defined and can be calculated as follows:

$$\int \frac{\partial E}{\partial X}(r, s) \cdot Y(r, s) dr ds = \lim_{\epsilon \to 0} \frac{E[X + \epsilon Y] - E[X]}{\epsilon}$$

$$= \lim_{\epsilon \to 0} \gamma \int \left[ |(X_r + \epsilon Y_r) \times (X_s + \epsilon Y_s)| - |X_r \times X_s| \right] dr ds$$

$$= \gamma \int \frac{2\epsilon(Y_r \times X_s + X_r \times Y_s) \cdot (X_r \times X_s)}{|X_r \times X_s|} dr ds$$

$$= \gamma \int ((X_s \times n) \cdot Y_r + (n \times X_s) \cdot Y_s) dr ds$$

$$= -\gamma \int ((X_s \times n)_r + (n \times X_s)_s) \cdot Y dr ds. \tag{30}$$

Here $n = (X_s \times X_r)/|X_r \times X_s|$ is the unit vector normal to the surface $X$, and the integration by parts is used to obtain the last equality. According to the principle of virtual work, the force density $F$ is given by

$$F = -\frac{\partial E}{\partial X} = \gamma ((X_s \times n)_r + (n \times X_s)_s) = \gamma (X_s \times n_r + n_s \times X_r). \tag{31}$$

When the Weingarten map \cite{31} is expressed as a matrix form with its element $L^j_i$ for $i, j = 1, 2$ using the basis $\{X_r, X_s\}$, it is well known that $n_r = -L^1_1 X_r - L^1_2 X_s$ and $n_s = -L^2_1 X_r - L^2_2 X_s$. Thus the force density can be further simplified as

$$F = \gamma (X_s \times (-L^1_1 X_r - L^1_2 X_s)) + (-L^2_1 X_r - L^2_2 X_s) \times X_r$$

$$= \gamma (L^1_1 + L^2_2) X_r \times X_s$$

$$= \gamma H |X_r \times X_s| n, \tag{32}$$

where $H$ is the mean curvature which is the sum of the two principle curvatures. Thus, the force acting on the fluid by the immersed boundary patch $dr ds$ is

$$F dr ds = \gamma H (|X_r \times X_s| dr ds)n.$$

An important consequence of this derivation is that the boundary force density $F$ is normal to the boundary, which is used in Section 2.

Now we derive the discretized form of force density based on a triangulation $\{T_f\}$ of the foam surface, where $f$ is the index of triangular facets. The corresponding discrete energy functional is written as

$$E_h[X] = \sum_f E_h[T_f] = \gamma \sum_f |T_f|.$$
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where \(|T_f|\) is the area of triangular facet \(f\). Let \(|X_k|\) be a collection of vertices of these triangular facets, then the force density at \(X_k\) can be defined as

\[
F_k(\Delta A)_k = -\frac{\partial E_h[X]}{\partial X_k} = -\frac{\partial}{\partial X_k} \sum_f |T_f|.
\]

Since there are only a few of triangular facets that touch \(X_k\), we can further simplify the above summation as

\[
F_k(\Delta A)_k = -\sum_{f \in \text{facets}(k)} \frac{\partial E_h[T_f]}{\partial X_k}
\]

where \(\text{facets}(k)\) is the set of triangular facets that touch vertex \(k\). Therefore, it is sufficient to show how to compute force density generated from the energy functional of one triangular facet \(T_f\). To proceed, let us denote the three vertices of facet \(f\) as \(X_{f,k,1} = X_k, X_{f,k,2}, X_{f,k,3}\). Thus, the discrete energy on the facet is

\[
E_h[T_f] = \gamma |T_f| = \gamma \frac{1}{2} |(X_{f,k,2} - X_k) \times (X_{f,k,3} - X_k)|.
\]

Let \([e_1, e_2, e_3]\) be the standard basis for \(\mathbb{R}^3\), then the \(i\)-component of the gradient of the energy \(E[T_f]\) with respect to \(X_k\) can be computed as follows:

\[
\frac{\partial E_h[T_f]}{\partial X_k} \cdot e_i = \frac{\gamma}{2} \lim_{\epsilon \to 0} \frac{|(X_{f,k,2} - (X_k + \epsilon e_i)) \times (X_{f,k,3} - (X_k + \epsilon e_i))| - |(X_{f,k,2} - X_k) \times (X_{f,k,3} - X_k)|}{\epsilon} \\
= -\frac{\gamma}{2} ((X_{f,k,2} - X_{f,k,3}) \times e_i) \cdot n_f \\
= -\frac{\gamma}{2} ((X_{f,k,3} - X_{f,k,2}) \times n_f) \cdot e_i,
\]

where \(n_f = (X_{f,k,2} - X_k) \times (X_{f,k,3} - X_k)/| (X_{f,k,2} - X_k) \times (X_{f,k,3} - X_k)|\) is the unit normal to the triangle \(T_f\). Thus, the force acting on \(X_k\) generated by the discrete energy over the facet \(T_f\) can be written as

\[
-\frac{\partial E_h[T_f]}{\partial X_k} = \frac{\gamma}{2} (X_{f,k,3} - X_{f,k,2}) \times n_f.
\]

Therefore, the total force acting on \(X_k\) is

\[
F_k(\Delta A)_k = -\sum_{f \in \text{facets}(k)} \frac{\partial E_h[T_f]}{\partial X_k} = \sum_{f \in \text{facets}(k)} \frac{\gamma}{2} (X_{f,k,3} - X_{f,k,2}) \times n_f.
\]

Note that the order of the vertices in a facet does not matter. If we interchange the subscripts 2 and 3 in the above equations, \((X_{f,k,3} - X_{f,k,2})\) and \(n_f\) both change sign, so each term in Eq. (37) remains the same as before. This equation is used in Eq. (17) in Section 3 for the force generator.

**Appendix B. Discretized 3D von Neumann relation**

In this appendix, we derive a discretized version of the 3D generalization of the von Neumann relation [4] for the rate of change of volume of a bubble within a dry foam. Our derivation follows an outline for how the discretization should be done as described in [32]. We give the details to point out the relationship to our scheme, and to highlight the various approximations that are made along the way. The errors in these approximations should approach zero as the resolution of the computation is refined.

For simplicity, we begin by considering an isolated bubble, i.e., a soap film in the form of a closed surface that partitions \(\mathbb{R}^3\) into an interior region and an exterior region. Let \(S(t)\) be the surface occupied by the soap film, and let \(V(t)\) be the enclosed volume. Then,

\[
\frac{dV}{dt} = M\gamma \iint_{S(t)} H \, ds,
\]

where \(M\) is the permeability of the soap film to the surrounding gas, \(\gamma\) is the surface tension of the soap film, \(H\) is the sum of the principal curvatures of the surface \(S(t)\), and \(ds\) is the area element on \(S(t)\). The sign convention for \(H\) is that inward curvature is considered negative. Thus \(H = -2/R\) for a sphere of radius \(R\).
We remark that Eq. (38) holds a quite generally, even in the presence of a background (incompressible) flow which may deform the bubble in some complicated way, so that \( H \) is not all uniform. Such a background flow makes no direct contribution to \( \frac{dV}{dt} \), since \( \nabla \cdot \mathbf{u} = 0 \) implies that
\[
\int_{S(t)} \mathbf{u} \cdot \mathbf{n} dS = 0. \tag{39}
\]

In the present work, the surface \( S(t) \) is faceted with triangular facets. Let the vertices of this triangulated surface be denoted \( X_k \). Then it is straightforward to show that
\[
\frac{dV}{dt} = \sum_{k} \sum_{f \in \text{facets}(k)} \frac{1}{3} |T_f| \mathbf{n}_f \cdot \frac{dX_k}{dt}, \tag{40}
\]
where \( \text{facets}(k) \) is the set of triangular facets that touch vertex \( k \), \( |T_f| \) is the area of facet \( f \), and \( \mathbf{n}_f \) is the unit normal to facet \( f \) pointing toward the outside of the surface \( S(t) \). Our formula for \( \frac{dX_k}{dt} \) as given in Eq. (19) is
\[
\frac{dX_k}{dt} = \mathbf{U}_k + M \sum_{f \in \text{facets}(k)} \frac{F_k(\Delta A)_k}{3 |T_f|} \frac{dX_f}{dt}, \tag{41}
\]
where
\[
F_k(\Delta A)_k = -\gamma \frac{\partial}{\partial X_k} \sum_f |T_f|, \tag{42}
\]
and \( \mathbf{U}_k \) is the interpolated fluid velocity evaluated at \( X_k \). As before, the expression \( \sum_f |T_f| \) is the total area of the triangulated surface \( S(t) \), so \( \gamma \sum_f |T_f| \) is the potential energy of this surface. In our scheme, \( F_k \) is minus the gradient of this potential energy with respect to \( X_k \).

We now substitute (41) and (42) into (40), but we make the approximation of dropping the term
\[
\sum_{k} \sum_{f \in \text{facets}(k)} \frac{1}{3} |T_f| \mathbf{n}_f \cdot \mathbf{U}_k, \tag{43}
\]
which is a discretization of \( \int_{S(t)} \mathbf{u} \cdot \mathbf{n} dS \) (Eq. (39)), and should therefore converge to zero as the resolution of our computation is refined. With this approximation, Eq. (40) becomes
\[
\frac{dV}{dt} = -M \gamma \sum_{k} \mathbf{N}_k \cdot \frac{\partial}{\partial X_k} \sum_f |T_f|, \tag{44}
\]
where
\[
\mathbf{N}_k = \frac{\sum_{f \in \text{facets}(k)} \frac{1}{3} |T_f| \mathbf{n}_f}{\sum_{f \in \text{facets}(k)} \frac{1}{3} |T_f|} \tag{45}
\]
is the area-weighted normal to the surface at the vertex \( k \). Note that \( \mathbf{N}_k \) is not, in general, a unit vector. If the faceted surface is a triangulation of a smooth surface, however, then \( \mathbf{N}_k \) is approximately a unit vector and moreover approximately equal to the surface normal evaluated at the vertex \( X_k \). The approximation improves as the triangulation is refined.

In Appendix A, it is shown in Eq. (37) that
\[
-\frac{\partial}{\partial X_k} \sum_f |T_f| = \frac{1}{2} \sum_{f \in \text{facets}(k)} (X_{f,k,3} - X_{f,k,2}) \times \mathbf{n}_f. \tag{46}
\]
Here we are using the same notation as described in Appendix A. We can reduce the right-hand side of (46) to an edge based expression by noting that
\[
X_{f,k,3} - X_{f,k,2} = (X_{f,k,3} - X_{f,k,1}) - (X_{f,k,2} - X_{f,k,1}) = (X_{f,k,3} - X_k) - (X_{f,k,2} - X_k). \tag{47}
\]

Let an index \( e \) be assigned to each edge of the faceted surface. An edge can be traversed in either of two directions. If edge \( e \) connects vertices \( k \) and \( l \), we say that the edge vector is
\[
\mathbf{Z}_e = X_l - X_k, \tag{48}
\]
when the edge is traversed from \( k \) to \( l \). Let \( f_1(e) \) and \( f_2(e) \) be the two facets that meet at edge \( e \), and let the order of the pair \( (f_1(e), f_2(e)) \) depend on the direction in which the edge is traversed so that, on the outside of the surface, \( f_1(e) \) is the facet to the right of the edge vector \( \mathbf{Z}_e \) and \( f_2(e) \) is the facet to the left. It follows that the expression
is independent of the direction of traversal of the edge, since a change in direction changes the sign of \( \mathbf{Z}_e \) and also interchanges \( f_1(e) \) and \( f_2(e) \).

In the expression (49), note that \( \mathbf{Z}_e \) is orthogonal to \( \mathbf{n}_{f_1(e)} \) and \( \mathbf{n}_{f_2(e)} \); hence it is orthogonal to \( \mathbf{n}_{f_2(e)} - \mathbf{n}_{f_1(e)} \). Let \( \theta_e \) be the angle between the unit vectors \( \mathbf{n}_{f_1(e)} \) and \( \mathbf{n}_{f_2(e)} \), with \( \theta_e > 0 \) if edge \( e \) is convex when viewed from outside the surface. Then

\[
\mathbf{Z}_e \times (\mathbf{n}_{f_2(e)} - \mathbf{n}_{f_1(e)}) = |\mathbf{Z}_e| 2 \sin \left( \frac{\theta_e}{2} \right) \eta_e, \tag{50}
\]

where

\[
\eta_e = \frac{\mathbf{n}_{f_1(e)} \cdot \mathbf{n}_{f_2(e)}}{|\mathbf{n}_{f_1(e)} \cdot \mathbf{n}_{f_2(e)}|} \tag{51}
\]

can be thought of as the outward-pointing unit normal to the surface along edge \( e \).

Making use of the above notation and results, we apply summation by parts to the right-hand side of (46), after making use of (47), to obtain

\[
-\frac{\partial}{\partial X_k} \sum_f |T_f| = -\frac{1}{2} \sum_{e \in \text{edges}(k)} |\mathbf{Z}_e| \times (\mathbf{n}_{f_2(e)} - \mathbf{n}_{f_1(e)}) = -\frac{1}{2} \sum_{e \in \text{edges}(k)} |\mathbf{Z}_e| 2 \sin \left( \frac{\theta_e}{2} \right) \eta_e, \tag{52}
\]

where \( \text{edges}(k) \) is the set of edges that touch vertex \( k \). Substituting this result into (44) gives

\[
\frac{dV}{dt} = -M \gamma \sum_k \mathbf{N}_k \cdot \frac{1}{2} \sum_{e \in \text{edges}(k)} |\mathbf{Z}_e| 2 \sin \left( \frac{\theta_e}{2} \right) \eta_e. \tag{53}
\]

At this point, we make the approximation that \( \mathbf{N}_k \cdot \mathbf{e}_e \approx 1 \) for \( e \in \text{edges}(k) \), and also the approximation that \( 2 \sin \left( \frac{\theta_e}{2} \right) \approx \theta_e \). Both of these approximations improve along with the resolution of the computation, provided that the triangulated surface approaches a smooth surface as the triangulation is refined. With these approximations, Eq. (53) becomes

\[
\frac{dV}{dt} = -\frac{M \gamma}{2} \sum_k \sum_{e \in \text{edges}(k)} |\mathbf{Z}_e| \theta_e = -M \gamma \sum_e |\mathbf{Z}_e| \theta_e, \tag{54}
\]

where \( \sum_e \) denotes the sum over all edges of the faceted surface. Note that, while each edge appears twice in the expression \( \sum_k \sum_{e \in \text{edges}(k)} \), each edge appears only once in \( \sum_e \). We emphasize that \( \theta_e \), the angle between the normals to adjacent facets at edge \( e \), is a signed quantity; it is positive if the faceted surface is convex towards the outside at edge \( e \). Eq. (54) is a well-known discretization of Eq. (38), see for example [32].

In the above derivation, we have considered an isolated bubble. For a bubble in a foam, there are special junction edges, at which three (or possibly more) surfaces meet. In our scheme, there is no permeability at vertices along junction edges. This leads to the following modification of Eq. (54).

\[
\frac{dV}{dt} = -M \gamma \sum_{e \in E_0} |\mathbf{Z}_e| \theta_e - \frac{M \gamma}{2} \sum_{e \in E_1} |\mathbf{Z}_e| \theta_e, \tag{55}
\]

where \( E_1 \) is the set of edges which have exactly \( i \) of their two vertices on a junction edge, which is defined as an edge on which three or more facets meet. Thus \( E_2 \) is the set of junction edges; these edges do not appear in (55) at all. \( E_1 \) is the set of non-junction edges which share a vertex with a junction edge; these edges appear at half strength in (55). Finally \( E_0 \) is the set of non-junction edges which do not touch a junction edge; these appear in Eq. (55) at full strength. We use (55) as the discretized 3D von Neumann relation for comparison with our computational results.
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