NORMWISE SCALING OF SECOND ORDER POLYNOMIAL MATRICES
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Abstract. We propose a minimax scaling procedure for second order polynomial matrices that aims to minimize the backward errors incurred in solving a particular linearized generalized eigenvalue problem. We give numerical examples to illustrate that it can significantly improve the backward errors of the computed eigenvalue-eigenvector pairs.
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1. Introduction. The quadratic eigenvalue problem (QEP) is the calculation of the roots of the determinant of the polynomial matrix

\[ P(\lambda) = \lambda^2 P_2 + \lambda P_1 + P_0, \]

where \( P_2, P_1, P_0 \in \mathbb{C}^{n \times n} \). A recommended method to solve it, is to reduce it to a generalized eigenvalue problem (GEP), which is the calculation of the roots of the determinant of the following pencil:

\[ \lambda B - A = \lambda \begin{bmatrix} I & 0 \\ 0 & P_2 \end{bmatrix} - \begin{bmatrix} 0 & I \\ -P_0 & -P_1 \end{bmatrix}. \]

Indeed, one easily verifies that

\[ \det(P(\lambda)) \equiv \det(\lambda B - A). \]

But if the matrices \( P_i, i = 0, 1, 2 \), have norms

\[ \gamma_2 := \|P_2\|_2, \quad \gamma_1 := \|P_1\|_2, \quad \gamma_0 := \|P_0\|_2 \]

that differ a lot in order of magnitude, then it was shown in [3, Table 5.1] that the QZ algorithm applied to (1.2) may yield very poor backward errors in the coefficients of the polynomial matrix (1.1).

In this note we relate this to the scaling problem of the polynomial matrix (1.1) and we indicate that the computed eigenpairs of \( P(\lambda) \) gain a lot in accuracy when using the QZ algorithm on an appropriate scaling of the pencil (1.2).
2. Scaling of second order polynomial matrices. In section 3 of [2], the author considers the scaled QEP defined by

\[ P(\mu)x \equiv (\mu^2 \hat{P}_2 + \mu \hat{P}_1 + \hat{P}_0)x = 0 \]

with \( \mu = \lambda/\alpha \), \( \hat{P}_2 = \alpha^2 P_2 \), \( \hat{P}_1 = \alpha P_1 \) and \( \hat{P}_0 = P_0 \), where \( \alpha \) is a scaling factor, and investigates the possibility of using this scaling of the QEP (1.1) to improve the backward error of the solution obtained via the GEP formulation (1.2). The paper [2] does not solve this scaling problem (the Conclusions section mentions it as an open problem) but instead it derives a sufficient condition to verify the backward stability for the QEP. Here we restate this theorem without a proof (see Theorem 7 in [2]).

**Theorem 2.1** (see [2]). If \( \|P_i\|_2 = 1 \), \( i = 0,1,2 \), then solving the GEP (1.2) with a backward stable algorithm (e.g., the QZ algorithm) for the GEP is backward stable for the QEP: there exist perturbations \( \Delta_i \), \( i = 0,1,2 \) with norms of the order of the machine precision \( \epsilon \), such that \( \lambda^2(P_2 + \Delta_2) + \lambda(P_1 + \Delta_1) + (P_0 + \Delta_0)\xi = 0 \) for every computed eigenpair \( (\lambda, \xi) \).

**Remark.** Theorem 2.1 is similar to a result given in an earlier paper [4], for a pencil (1.1) with \( \|A\|_2 \approx \|B\|_2 \approx 1 \). It is shown there that for any perturbations \( \|\delta A\|_2 \approx \|\delta B\|_2 \approx \epsilon \) (e.g., the backward errors resulting from the QZ algorithm) there exist transformations \( S := I + E \) and \( T := I + F \) such that

\[ S[\lambda(A + \delta A) - (B + \delta B)]T = \lambda \begin{bmatrix} I & 0 \\ 0 & (P_2 + \Delta_2) \end{bmatrix} - \begin{bmatrix} 0 \\ -(P_0 + \Delta_0) - (P_1 + \Delta_1) \end{bmatrix}, \]

where \( \Delta_0, \Delta_1, \Delta_2, E, \) and \( F \) have norms of the order of the machine precision. \( \square \)

The above results suggest that a good scaling strategy for the QEP (1.1) is to scale \( P_2, P_1, \) and \( P_0 \) so that their 2-norms are all close to 1. Consider modifying the polynomial matrix \( P(\lambda) = \lambda^2 P_2 + \lambda P_1 + P_0 \) as follows:

\[ (2.2) \quad \mu \alpha = \lambda; \quad \hat{P}(\mu) = P(\lambda)\beta = \mu^2 (P_2 \alpha^2 \beta) + \mu (P_1 \alpha \beta) + (P_0 \beta) \]

which yields a corresponding matrix pencil

\[ (2.3) \quad \mu \hat{B} - \hat{A} = \mu \begin{bmatrix} I & 0 \\ 0 & \hat{P}_2 \end{bmatrix} - \begin{bmatrix} 0 & I \\ -\hat{P}_0 & -\hat{P}_1 \end{bmatrix} \]

with coefficient matrices \( \hat{P}_2 = P_2 \alpha^2 \beta, \hat{P}_1 = P_1 \alpha \beta, \hat{P}_0 = P_0 \beta \) of respective 2-norms \( \hat{\gamma}_2 = \gamma_2 \alpha^2 \beta, \hat{\gamma}_1 = \gamma_1 \alpha \beta, \hat{\gamma}_0 = \gamma_0 \beta \). One should thus try to minimize the maximum distance

\[ (2.4) \quad \min_{\alpha, \beta} \max \left\{ |\beta \alpha^2 \gamma_2 - 1|, |\beta \alpha \gamma_1 - 1|, |\beta \gamma_0 - 1| \right\}. \]

If we substitute \( \hat{\alpha} := \alpha \sqrt{\gamma_2/\gamma_0}, \hat{\beta} := \beta \gamma_0, \) and \( \hat{\gamma} := \gamma_1 / \sqrt{\gamma_2 \gamma_0} \), then this reduces to

\[ \min_{\hat{\alpha}, \hat{\beta}} \max \left\{ |\hat{\beta} \hat{\alpha}^2 - 1|, |\hat{\beta} \hat{\alpha} \hat{\gamma} - 1|, |\hat{\beta} - 1| \right\}. \]

At the optimum, all three quantities will be equal since otherwise we can decrease the maximum by adapting \( \hat{\beta} \) and \( \hat{\alpha} \). Hence we must have

\[ |\hat{\beta} \hat{\alpha}^2 - 1| = |\hat{\beta} \hat{\alpha} \hat{\gamma} - 1| = |\hat{\beta} - 1|. \]
Since at least two of the quantities inside $| \cdot |$ must also have equal signs, one of the following three relations must hold at the optimum:

$$\alpha^2 = 1, \quad \text{or} \quad \alpha \gamma = 1, \quad \text{or} \quad \alpha = \gamma.$$ 

By mere comparison, one then finds that the optimum $\alpha^*$ is given by the first choice, which finally yields

$$\alpha^* = 1, \quad \beta^* = 2/(1 + \gamma).$$

In terms of the original variables we thus have

$$\alpha^* = \sqrt{\gamma_0/\gamma_2}, \quad \beta^* = 2/(\gamma_0 + \gamma_1\sqrt{\gamma_0/\gamma_2})$$

and the new values for the scaled norms are

$$\hat{\gamma}_0 = \hat{\gamma}_2 = 2/(1 + \hat{\gamma}), \quad \hat{\gamma}_1 = 2\hat{\gamma}/(1 + \hat{\gamma}),$$

while

$$\max \{ |\hat{\gamma}_2 - 1|, |\hat{\gamma}_1 - 1|, |\hat{\gamma}_0 - 1| \} = |(1 - \hat{\gamma})/(1 + \hat{\gamma})|.$$

We point out that bounding (2.4) also implies bounding the normwise backward error of the matrices $\tilde{P}_i$. Indeed, one easily checks that $\| \tilde{A} \|_2 \leq 2$ and $\| \tilde{B} \|_2 \leq \sqrt{5}$. When running the QZ algorithm on $\mu \tilde{B} - \tilde{A}$ we will have—according to the above remark—equivalent absolute backward errors $\tilde{\Delta}_i$, $i = 0, 1, 2$ with norms of the order of the machine precision $\epsilon$. The structured relative backward errors will therefore be of the order of

$$\| \tilde{\Delta}_0 \|_2/\| \tilde{P}_0 \|_2 \approx \| \tilde{\Delta}_2 \|_2/\| \tilde{P}_2 \|_2 \approx \epsilon(1 + \hat{\gamma}), \quad \| \tilde{\Delta}_1 \|_2/\| \tilde{P}_1 \|_2 \approx \epsilon(1 + \hat{\gamma})/\hat{\gamma},$$

and $\max \{ 1 + \hat{\gamma}, 1 + \hat{\gamma}^{-1} \}$ can thus be seen as a growth factor between unstructured relative backward errors on the pencil $\mu \tilde{B} - \tilde{A}$ and structured relative backward errors on the second order polynomial matrix $\tilde{P}(\mu) = \mu^2 \tilde{P}_2 + \mu \tilde{P}_1 + \tilde{P}_0$. In the numerical examples section we indeed show that the backward error of an approximate eigenpair $(\xi, \lambda)$ computed with this optimal scaling strategy improves a lot. Moreover, if $\hat{\gamma} = 1$ (this is, when $\gamma_1^2 = \gamma_0\gamma_2$) then the normwise backward error will be of the order of the machine precision according to Theorem 2.1.

Remark. One could consider a more general type of scaling

$$\mu \tilde{B} - \tilde{A} = \begin{bmatrix} \ell_1 I & 0 \\ 0 & \ell_2 I \end{bmatrix} (\alpha \mu \tilde{B} - \tilde{A}) \begin{bmatrix} r_1 I & 0 \\ 0 & r_2 I \end{bmatrix}$$

involving 5 parameters, $\ell_1, \ell_2, r_1, r_2,$ and $\alpha$, but this is in fact the same problem. Dividing $\ell_1, \ell_2$ and multiplying $r_1, r_2$ by a common factor yields the same solution, so we can choose $r_1 = 1$. Moreover, setting one block norm equal to 1 in both $\tilde{B}$ and $\tilde{A}$ does not modify relative block norms in each individual block, so we can set $\alpha \ell_1 r_1 = 1$ and $\ell_1 r_2 = 1$. This then yields the parametrization $\ell_1 = 1/\alpha, \ell_2 = \beta, r_1 = 1, r_2 = \alpha$, which is exactly the problem we studied above.

We point out that in [1] the more general problem of optimal scaling of companion pencils is considered, but the technique and results are quite different. One could also consider other GEPs with the same generalized eigenvalues as (1.2) (see [3]), but the proposed scaling would then probably have to be adapted.
3. Numerical examples. When applying the QZ algorithm to \( \mu \tilde{B} - \tilde{A} \), each computed eigenpair \( \mu, \xi \) satisfies \( (\mu B - A)\xi \approx 0 \). Both subvectors \( \xi_1 := \xi(1 : n) \), \( \xi_2 := \xi(n + 1 : 2n) \) should be proportional to each other and will yield \( P(\lambda)\xi_i \approx 0 \), where \( \lambda = \mu \alpha \). The normwise backward errors \( \Delta_i, i = 0, 1, 2 \), that are compatible with the computed eigenpair

\[
[\lambda^2(P_2 + \Delta_2) + \lambda(P_1 + \Delta_1) + (P_0 + \Delta_0)]\xi_j = 0
\]

can be bounded using the residuals \( P(\lambda)\xi_j \). In [3] it is shown that the smallest normwise backward error satisfies

\[
\max_{i=0,1,2} \|\Delta_i\|_2 / \|P_i\|_2 = \eta(\xi_j, \lambda) \equiv \frac{\|P(\lambda)\xi_j\|}{(\|\lambda\| \|P_2\| + \|\lambda\| \|P_1\| + \|P_0\|) \|\xi_j\|} \quad \text{for} \quad j = 1, 2.
\]

In the following examples, we use these quantities as measure for the backward error for each eigenpair computed by the QZ algorithm. The quantities \( \eta_s(\xi_j, \lambda), \ j = 1, 2, \) on the other hand, refer to the computed eigenvector/eigenvalue pairs obtained after scaling. All computations were performed using MATLAB/Version 6.0 on a Compaq/DS20 workstation. The machine precision is \( 1.1 \times 10^{-16} \).

**Example 1.** We first consider the nuclear power plant problem in [3]. The backward errors of the computed eigenpairs corresponding to the smallest and largest eigenvalues in modulus, and the corresponding scaled backward errors are shown in Table 3.1. In this example, the 2-norms of the matrices \( P_2, P_1, P_0 \) are of the order of \( 10^8 \), \( 10^{10} \), and \( 10^{13} \), respectively. After applying the optimal scaling presented in section 2, their 2-norms are reduced to \( \hat{\gamma}_0 = \hat{\gamma}_2 \approx 1.18 \), \( \hat{\gamma}_1 \approx 0.821 \), respectively. For this example \( \hat{\gamma} = 0.697 \), which implies that the scaled backward errors should be of the order of the machine precision.

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \eta (\xi_1, \lambda) )</th>
<th>( \eta (\xi_2, \lambda) )</th>
<th>( \eta_s (\xi_1, \lambda) )</th>
<th>( \eta_s (\xi_2, \lambda) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.7</td>
<td>3e-5</td>
<td>6e-8</td>
<td>3e-15</td>
<td>1e-16</td>
</tr>
<tr>
<td>361</td>
<td>2e-11</td>
<td>2e-11</td>
<td>1e-18</td>
<td>2e-18</td>
</tr>
</tbody>
</table>

**Example 2.** Here we tested randomly generated second order polynomial matrices \( P(\lambda) \) with \( \|P_2\|_2 = O(10^5) \), \( \|P_1\|_2 = O(10^3) \), \( \|P_0\|_2 = O(10^{-3}) \), and \( n = 10 \), respectively. The absolute values of computed eigenvalues range between \( O(10^{-2}) \) and \( O(10^{-7}) \) and in Table 3.2 we give the backward errors of the 5 eigenpairs of smallest modulus, computed without and with scaling. With the optimal scaling, the 2-norms of the scaled coefficient matrices \( \tilde{P}_2, \tilde{P}_1, \) and \( \tilde{P}_0 \) are reduced to \( \hat{\gamma}_0 = \hat{\gamma}_2 \approx 2.13 \times 10^{-2} \), \( \hat{\gamma}_1 \approx 1.98 \), respectively. For this example \( \hat{\gamma} = 93.01 \), which means that after scaling we should not lose more than one or two digits of accuracy, which is confirmed in the experiments.

**Example 3.** In this example we tested randomly generated second order polynomial matrices \( P(\lambda) \) with \( \|P_2\|_2 \approx 5.54 \times 10^{-5} \), \( \|P_1\|_2 \approx 4.73 \times 10^3 \), \( \|P_0\|_2 \approx 6.01 \times 10^{-3} \), and \( n = 10 \), respectively. The absolute values of computed eigenvalues range between \( O(10^{-7}) \) and \( O(10^8) \). In Table 3.3 we give the backward errors of the 5 eigenpairs of smallest modulus without and with scaling. The scaled 2-norms are reduced to \( \hat{\gamma}_0 = \hat{\gamma}_2 \approx 2.44 \times 10^{-7} \), \( \hat{\gamma}_1 \approx 2.00 \), respectively, and \( \hat{\gamma} \approx 8.19 \times 10^9 \). This implies that after scaling we should not lose more than six digits of accuracy.

**Example 4.** Here we also tested randomly generated second order polynomial matrices \( P(\lambda) \) in (1.1) with \( \|P_2\|_2 \approx 5.03 \times 10^3 \), \( \|P_1\|_2 \approx 6.53 \times 10^{-3} \), \( \|P_0\|_2 \approx 1e-16 \).
Table 3.2
Backward errors for Example 2.

<table>
<thead>
<tr>
<th>λ</th>
<th>η(ξ₂, λ)</th>
<th>η(ξ₁, λ)</th>
<th>ηₛ(ξ₁, λ)</th>
<th>ηₛ(ξ₂, λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.40e-7</td>
<td>4e-7</td>
<td>5e-8</td>
<td>3e-16</td>
<td>3e-15</td>
</tr>
<tr>
<td>4.04e-7</td>
<td>3e-7</td>
<td>8e-8</td>
<td>4e-16</td>
<td>2e-15</td>
</tr>
<tr>
<td>6.47e-7</td>
<td>6e-8</td>
<td>9e-16</td>
<td>3e-15</td>
<td></td>
</tr>
<tr>
<td>6.70e-7</td>
<td>7e-9</td>
<td>3e-16</td>
<td>2e-15</td>
<td></td>
</tr>
<tr>
<td>1.22e-6</td>
<td>5e-9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3
Backward errors for Example 3.

<table>
<thead>
<tr>
<th>λ</th>
<th>η(ξ₂, λ)</th>
<th>η(ξ₁, λ)</th>
<th>ηₛ(ξ₁, λ)</th>
<th>ηₛ(ξ₂, λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.09e-7</td>
<td>2e-7</td>
<td>1e-6</td>
<td>2e-10</td>
<td></td>
</tr>
<tr>
<td>5.71e-7</td>
<td>6e-7</td>
<td>3e-11</td>
<td>3e-11</td>
<td></td>
</tr>
<tr>
<td>7.44e-7</td>
<td>6e-7</td>
<td>3e-11</td>
<td>3e-11</td>
<td></td>
</tr>
<tr>
<td>1.37e-6</td>
<td>1e-7</td>
<td>2e-11</td>
<td>2e-11</td>
<td></td>
</tr>
<tr>
<td>1.62e-6</td>
<td>1e-7</td>
<td>7e-12</td>
<td>5e-12</td>
<td></td>
</tr>
</tbody>
</table>

6.06 \times 10^3, and \(n = 10\), respectively. The absolute values of computed eigenvalues range between \(O(10^{-2})\) and \(O(10^{-1})\). In Table 3.4 we give the backward errors of the 5 eigenpairs of smallest modulus without and with scaling. The scaled 2-norms are now \(\tilde{\gamma}_0 = \tilde{\gamma}_2 \approx 2.00, \tilde{\gamma}_1 \approx 2.37 \times 10^{-7}\), respectively, and the backward errors of the computed eigenpairs are reported in Table 3.4. In this case, \(\tilde{\gamma} \approx 1.18 \times 10^{-7}\) which means that after scaling we should not lose more than six digits of accuracy.

Table 3.4
Backward errors for Example 4.

<table>
<thead>
<tr>
<th>λ</th>
<th>η(ξ₂, λ)</th>
<th>η(ξ₁, λ)</th>
<th>ηₛ(ξ₁, λ)</th>
<th>ηₛ(ξ₂, λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.72e-2</td>
<td>2e-13</td>
<td>1e-11</td>
<td>3e-16</td>
<td>3e-15</td>
</tr>
<tr>
<td>7.21e-2</td>
<td>6e-12</td>
<td>6e-16</td>
<td>6e-16</td>
<td>6e-16</td>
</tr>
<tr>
<td>1.06e-1</td>
<td>5e-12</td>
<td>6e-16</td>
<td>6e-16</td>
<td>6e-16</td>
</tr>
<tr>
<td>1.13e-1</td>
<td>2e-12</td>
<td>3e-16</td>
<td>5e-16</td>
<td>5e-16</td>
</tr>
<tr>
<td>1.55e-1</td>
<td>2e-12</td>
<td>5e-16</td>
<td>6e-16</td>
<td>6e-16</td>
</tr>
</tbody>
</table>

As shown in all of these examples, the backward errors are all significantly improved by the scaling: we gain up to 10 digits of accuracy! Also the computable quantity \(\tilde{\gamma}\) gives an upper bound on the backward error which is often a good estimate as well, except for the last example where the accuracy is much better than predicted.
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